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• Sea ice is frozen ocean water. 
(while icebergs, glaciers, etc. 
originate in land)

• It covers 12% of the ocean.

What Is Sea Ice? 



ocean
sea ice

• Affects global climate by reflection of solar energy.  

Why Is Arctic Sea Ice Important? 
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Why Is Arctic Sea Ice Important? 

sea ice warmmelt

• Affects global climate by reflecting the solar energy.  

Ice-albedo positive feedback



• Recent decline of Arctic sea ice 

Why Is Arctic Sea Ice Important? 
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• Time-evolution of thickness and temperature
by Maykut and Untersteiner, 1971 (MU71)

• Time-evolution of thickness distribution 
by Thorndike, et al, 1975 
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Fig. 1. The moving interface.
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Fig. 2. H1 norm of the temperature.

VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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Fig. 3. The positiveness verification of the controller.

has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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The Arctic Sea-Ice Problem
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1 Thermodynamical Time-Varying Model
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(x, t), be temperature profile of snow and sea-ice, and h(t)
and H(t) be the thickness of them. Then, we have following relations
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
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application to the estimation of sea-ice melting or freezing
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design with a measurement of temperature at one boundary,
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Thermodynamic Model by MU71

In the original coordinate, we have
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Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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Task : Derive p(x, t) to achieve ˜T ! 0 quickly.
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C. Contributions

This paper develops the first application of the state
estimation to the Arctic sea ice model described by Stefan
problem. The algorithm provides the temperature profile
estimation via backstepping observer design. The observer
is designed by the similar structure in [6] utilizing available
measurements of sea ice thickness, ice surface temperature,
and temperature gradient at the ice-ocean interface. Simpli-
fied model for the Arctic sea ice is formulated by neglecting
the salinity effect. The designed observer guarantees the
exponential convergence of the temperature estimation to
the simplified model rigorously. The simulation study for
the proposed observer is performed along with the original
model to investigate the convergence performance numer-
ically. The simulation results illustrate that the estimated
temperature profile converges uniformly to the actual sea
ice temperature faster than the straightforward open loop
algorithm.

D. Organization

This paper is organized as follows: Section II describes the
thermodynamic model of the Arctic sea ice in MU71 and
introduces its simplification. Section III develops the state
estimation design for the simplified model via backstepping
PDE observer and shows the exponential stability of the
estimation error. Section IV illustrates the simulation of the
designed observer applied to the original model of MU71.
The paper ends with the concluding remarks in Section V.

II. THERMODYNAMIC MODEL OF SEA ICE

Thermodynamic model of MU71 describes the time evo-
lution of sea ice temperature profile in the vertical axis along
its thickness which also evolves in time due to accumulation
or ablation caused by energy balance.
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VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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Fig. 1: Schematic of the Arctic sea ice model.

Fig. 1 provides a schematic of the Arctic sea ice model.
On the seasons except for summer (July and August), sea ice
is covered by snow on the top, and the surface position of
the snow also evolves in time. Let Ts(x, t), Ti(x, t) denote
temperature profile of snow and sea ice, and h(t) and H(t)
denote the thickness of snow and sea ice. The total incoming
heat flux from the atmosphere is denoted by Fa, and the heat

flux from the ocean is denoted by Fw. The Arctic sea ice
model suggested by MU71 gives the governing equations of
Stefan-type free boundary problem as
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where I0, �, ks, ⇢s, c0, k0, ⇢, Tm1, and Tm2 are solar radi-
ation penetrating the ice, Stefan-Bolzman constant, thermal
conductivity of snow, density of snow, heat capacity of pure
ice, thermal conductivity of pure ice, density of pure ice,
melting point of surface snow, and melting point of bottom
sea ice. The total heat flux from the air Fa includes the
following terms

Fa = (1 � ↵)Fr + FL + Fs + Fl, (8)

where Fr, FL, Fs, FI , and ↵ denote the incoming solar short-
wave radiation, long-wave radiation from the atmosphere and
clouds, the flux of sensible heat, latent heat in the adjacent
air, and surface albedo, respectively. The heat capacity and
thermal conductivity of the sea ice are affected by the salinity
as
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, (9)

ki(Ti, S(x)) =k0 + �
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where S(x) denotes the salinity in the sea ice. � and �
represent the weight parameter. The thermodynamic model
(1)-(7) allows us to predict the future thickness of snow
and sea ice (h(t), H(t)) and temperature profile (Ts, Ti)

given the accurate initial temperature profile and thickness.
However, from the practical point of view, it is not feasible
to obtain the complete temperature profile due to a limited
number of thermal sensors. To deal with the problem, the
estimation algorithm is designed so that the state estimation
converges to the actual state starting from initial estimate.

B. Simplification of the Model
Before considering the state estimation design, first we

impose a simplification on the system (1)-(7). The effect of
the salinity profile on the physical parameters is assumed to
be sufficiently small so that it can be negligible, i.e.

S(x) = 0. (11)

In the original coordinate, we have
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Recall the transformation
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Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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Task : Derive p(x, t) to achieve ˜T ! 0 quickly.
(Ts(x, t), Ti(x, t)) · · · Temp. of snow, sea ice
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VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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C. Contributions

This paper develops the first application of the state
estimation to the Arctic sea ice model described by Stefan
problem. The algorithm provides the temperature profile
estimation via backstepping observer design. The observer
is designed by the similar structure in [6] utilizing available
measurements of sea ice thickness, ice surface temperature,
and temperature gradient at the ice-ocean interface. Simpli-
fied model for the Arctic sea ice is formulated by neglecting
the salinity effect. The designed observer guarantees the
exponential convergence of the temperature estimation to
the simplified model rigorously. The simulation study for
the proposed observer is performed along with the original
model to investigate the convergence performance numer-
ically. The simulation results illustrate that the estimated
temperature profile converges uniformly to the actual sea
ice temperature faster than the straightforward open loop
algorithm.

D. Organization

This paper is organized as follows: Section II describes the
thermodynamic model of the Arctic sea ice in MU71 and
introduces its simplification. Section III develops the state
estimation design for the simplified model via backstepping
PDE observer and shows the exponential stability of the
estimation error. Section IV illustrates the simulation of the
designed observer applied to the original model of MU71.
The paper ends with the concluding remarks in Section V.

II. THERMODYNAMIC MODEL OF SEA ICE

Thermodynamic model of MU71 describes the time evo-
lution of sea ice temperature profile in the vertical axis along
its thickness which also evolves in time due to accumulation
or ablation caused by energy balance.
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Fig. 1: Schematic of the Arctic sea ice model.

Fig. 1 provides a schematic of the Arctic sea ice model.
On the seasons except for summer (July and August), sea ice
is covered by snow on the top, and the surface position of
the snow also evolves in time. Let Ts(x, t), Ti(x, t) denote
temperature profile of snow and sea ice, and h(t) and H(t)
denote the thickness of snow and sea ice. The total incoming
heat flux from the atmosphere is denoted by Fa, and the heat

flux from the ocean is denoted by Fw. The Arctic sea ice
model suggested by MU71 gives the governing equations of
Stefan-type free boundary problem as
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where I0, �, ks, ⇢s, c0, k0, ⇢, Tm1, and Tm2 are solar radi-
ation penetrating the ice, Stefan-Bolzman constant, thermal
conductivity of snow, density of snow, heat capacity of pure
ice, thermal conductivity of pure ice, density of pure ice,
melting point of surface snow, and melting point of bottom
sea ice. The total heat flux from the air Fa includes the
following terms

Fa = (1 � ↵)Fr + FL + Fs + Fl, (8)

where Fr, FL, Fs, FI , and ↵ denote the incoming solar short-
wave radiation, long-wave radiation from the atmosphere and
clouds, the flux of sensible heat, latent heat in the adjacent
air, and surface albedo, respectively. The heat capacity and
thermal conductivity of the sea ice are affected by the salinity
as
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where S(x) denotes the salinity in the sea ice. � and �
represent the weight parameter. The thermodynamic model
(1)-(7) allows us to predict the future thickness of snow
and sea ice (h(t), H(t)) and temperature profile (Ts, Ti)

given the accurate initial temperature profile and thickness.
However, from the practical point of view, it is not feasible
to obtain the complete temperature profile due to a limited
number of thermal sensors. To deal with the problem, the
estimation algorithm is designed so that the state estimation
converges to the actual state starting from initial estimate.

B. Simplification of the Model
Before considering the state estimation design, first we

impose a simplification on the system (1)-(7). The effect of
the salinity profile on the physical parameters is assumed to
be sufficiently small so that it can be negligible, i.e.

S(x) = 0. (11)

Thermodynamic Model by MU71
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Recall the transformation
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Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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ˆTi(Y1(t), t) =Tm2. (205)

Task : Derive p(x, t) to achieve ˜T ! 0 quickly.
(Ts(x, t), Ti(x, t)) · · · Temp. of snow, sea ice
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Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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ŝ(t), estimation
sr = 0.35m

Fig. 1. The moving interface.

0 50 100 150
0

0.002

0.004

0.006

0.008

0.01

Time (min)

s̃
(t
)2

 

 

ϵ = 0.02
ϵ = 0.04
ϵ = 0.06

Fig. 2. H1 norm of the temperature.

VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
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backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
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C. Contributions

This paper develops the first application of the state
estimation to the Arctic sea ice model described by Stefan
problem. The algorithm provides the temperature profile
estimation via backstepping observer design. The observer
is designed by the similar structure in [6] utilizing available
measurements of sea ice thickness, ice surface temperature,
and temperature gradient at the ice-ocean interface. Simpli-
fied model for the Arctic sea ice is formulated by neglecting
the salinity effect. The designed observer guarantees the
exponential convergence of the temperature estimation to
the simplified model rigorously. The simulation study for
the proposed observer is performed along with the original
model to investigate the convergence performance numer-
ically. The simulation results illustrate that the estimated
temperature profile converges uniformly to the actual sea
ice temperature faster than the straightforward open loop
algorithm.

D. Organization

This paper is organized as follows: Section II describes the
thermodynamic model of the Arctic sea ice in MU71 and
introduces its simplification. Section III develops the state
estimation design for the simplified model via backstepping
PDE observer and shows the exponential stability of the
estimation error. Section IV illustrates the simulation of the
designed observer applied to the original model of MU71.
The paper ends with the concluding remarks in Section V.

II. THERMODYNAMIC MODEL OF SEA ICE

Thermodynamic model of MU71 describes the time evo-
lution of sea ice temperature profile in the vertical axis along
its thickness which also evolves in time due to accumulation
or ablation caused by energy balance.

A. Snow Covered Season Model
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Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem

0 20 40 60 80 100
0.3

0.31

0.32

0.33

0.34

0.35

0.36

Time (min)

s
(t
)

 

 
Critical region

StateFB
OutputFB
sr = 0.35m

Fig. 3. The positiveness verification of the controller.

has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.

0 s(t) L

REFERENCES

[1] Robert H. Martin and Mark E. Oxley. Moving boundaries in reaction-
diffusion systems with absorption. Nonlinear Analysis, 14(2):167 –
192, 1990.

[2] W. B. Dunbar, N. Petit, P. Rouchon, and Ph. Martin. Motion planning
for a nonlinear stefan problem. ESAIM: Control, Optimisation and
Calculus of Variations, 9:275–296, 2003.

[3] Bryan Petrus, Joseph Bentsman, and Brian G Thomas. Enthalpy-based
feedback control algorithms for the stefan problem. In CDC, pages
7037–7042, 2012.

[4] N. Daraoui, P. Dufour, H. Hammouri, and A. Hottot. Model predictive
control during the primary drying stage of lyophilisation. Control
Engineering Practice, 18(5):483–494, 2010.

[5] F. Conrad, D. Hilhorst, and T. I. Seidman. Well-posedness of a moving
boundary problem arising in a dissolution-growth process. Nonlinear
Analysis, 15(5):445 – 465, 1990.

[6] A. Armaou and P.D. Christofides. Robust control of parabolic PDE
systems with time-dependent spatial domains. Automatica, 37(1):61 –
69, 2001.

[7] N. Petit. Control problems for one-dimensional fluids and reactive
fluids with moving interfaces. In Advances in the theory of control,
signals and systems with physical modeling, volume 407 of Lecture
notes in control and information sciences, pages 323–337, Lausanne,
Dec 2010.

[8] Panagiotis D. Christofides. Robust control of parabolic PDE systems.
Chemical Engineering Science, 53(16):2949 – 2965, 1998.

[9] Bryan Petrus, Joseph Bentsman, and Brian G Thomas. Feedback
control of the two-phase stefan problem, with an application to the
continuous casting of steel. In Decision and Control (CDC), 2010
49th IEEE Conference on, pages 1731–1736. IEEE, 2010.

[10] Ahmed Maidi and Jean-Pierre Corriou. Boundary geometric control of
a linear stefan problem. Journal of Process Control, 24(6):939–946,
2014.

[11] C. Karvaris and J. C. Kantor. Geometric methods for nonlinear process
control i. Background, Industrial & Engineering Chemistry Research,
29:2295–2310, 1990.

[12] C Karvaris and J. C. Kantor. Geometric methods for nonlinear process
control ii. Controller synthesis, Industrial & Engineering Chemistry
Research, 29:2310–2323, 1990.

[13] Ahmed Maidi, Moussa Diaf, and Jean-Pierre Corriou. Boundary
geometric control of a counter-current heat exchanger. Journal of
Process Control, 19(2):297–313, 2009.

[14] Miroslav Krstic and Andrey Smyshlyaev. Boundary control of PDEs:
A course on backstepping designs, volume 16. Siam, 2008.

[15] A. Smyshlyaev and M. Krstic. Closed-form boundary state feedbacks
for a class of 1-d partial integro-differential equations. Automatic
Control, IEEE Transactions on, 49(12):2185–2202, Dec 2004.

[16] Mojtaba Izadi and Stevan Dubljevic. Backstepping output-feedback
control of moving boundary parabolic PDEs. European Journal of
Control, 21(0):27 – 35, 2015.

[17] Shuxia Tang and Chengkang Xie. Stabilization for a coupled PDE-
ODE control system. Journal of the Franklin Institute, 348(8):2142–
2155, 2011.

[18] S. Gupta. The classical Stefan problem. Basic concepts, Modelling
and Analysis. Applied mathematics and Mechanics. North-Holland,
2003.

[19] S. Koga, M. Diagne, S. Tang, and M. Krstic. Backstepping control of
a one-phase stefan problem. In ACC (accepted), 2016.

Fig. 1: Schematic of the Arctic sea ice model.

Fig. 1 provides a schematic of the Arctic sea ice model.
On the seasons except for summer (July and August), sea ice
is covered by snow on the top, and the surface position of
the snow also evolves in time. Let Ts(x, t), Ti(x, t) denote
temperature profile of snow and sea ice, and h(t) and H(t)
denote the thickness of snow and sea ice. The total incoming
heat flux from the atmosphere is denoted by Fa, and the heat

flux from the ocean is denoted by Fw. The Arctic sea ice
model suggested by MU71 gives the governing equations of
Stefan-type free boundary problem as
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where I0, �, ks, ⇢s, c0, k0, ⇢, Tm1, and Tm2 are solar radi-
ation penetrating the ice, Stefan-Bolzman constant, thermal
conductivity of snow, density of snow, heat capacity of pure
ice, thermal conductivity of pure ice, density of pure ice,
melting point of surface snow, and melting point of bottom
sea ice. The total heat flux from the air Fa includes the
following terms

Fa = (1 � ↵)Fr + FL + Fs + Fl, (8)

where Fr, FL, Fs, FI , and ↵ denote the incoming solar short-
wave radiation, long-wave radiation from the atmosphere and
clouds, the flux of sensible heat, latent heat in the adjacent
air, and surface albedo, respectively. The heat capacity and
thermal conductivity of the sea ice are affected by the salinity
as
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where S(x) denotes the salinity in the sea ice. � and �
represent the weight parameter. The thermodynamic model
(1)-(7) allows us to predict the future thickness of snow
and sea ice (h(t), H(t)) and temperature profile (Ts, Ti)

given the accurate initial temperature profile and thickness.
However, from the practical point of view, it is not feasible
to obtain the complete temperature profile due to a limited
number of thermal sensors. To deal with the problem, the
estimation algorithm is designed so that the state estimation
converges to the actual state starting from initial estimate.

B. Simplification of the Model
Before considering the state estimation design, first we

impose a simplification on the system (1)-(7). The effect of
the salinity profile on the physical parameters is assumed to
be sufficiently small so that it can be negligible, i.e.

S(x) = 0. (11)

Thermodynamic Model by MU71
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Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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Task : Derive p(x, t) to achieve ˜T ! 0 quickly.
(Ts(x, t), Ti(x, t)) · · · Temp. of snow, sea ice
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C. Contributions

This paper develops the first application of the state
estimation to the Arctic sea ice model described by Stefan
problem. The algorithm provides the temperature profile
estimation via backstepping observer design. The observer
is designed by the similar structure in [6] utilizing available
measurements of sea ice thickness, ice surface temperature,
and temperature gradient at the ice-ocean interface. Simpli-
fied model for the Arctic sea ice is formulated by neglecting
the salinity effect. The designed observer guarantees the
exponential convergence of the temperature estimation to
the simplified model rigorously. The simulation study for
the proposed observer is performed along with the original
model to investigate the convergence performance numer-
ically. The simulation results illustrate that the estimated
temperature profile converges uniformly to the actual sea
ice temperature faster than the straightforward open loop
algorithm.

D. Organization

This paper is organized as follows: Section II describes the
thermodynamic model of the Arctic sea ice in MU71 and
introduces its simplification. Section III develops the state
estimation design for the simplified model via backstepping
PDE observer and shows the exponential stability of the
estimation error. Section IV illustrates the simulation of the
designed observer applied to the original model of MU71.
The paper ends with the concluding remarks in Section V.

II. THERMODYNAMIC MODEL OF SEA ICE

Thermodynamic model of MU71 describes the time evo-
lution of sea ice temperature profile in the vertical axis along
its thickness which also evolves in time due to accumulation
or ablation caused by energy balance.
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VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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Fig. 1: Schematic of the Arctic sea ice model.

Fig. 1 provides a schematic of the Arctic sea ice model.
On the seasons except for summer (July and August), sea ice
is covered by snow on the top, and the surface position of
the snow also evolves in time. Let Ts(x, t), Ti(x, t) denote
temperature profile of snow and sea ice, and h(t) and H(t)
denote the thickness of snow and sea ice. The total incoming
heat flux from the atmosphere is denoted by Fa, and the heat

flux from the ocean is denoted by Fw. The Arctic sea ice
model suggested by MU71 gives the governing equations of
Stefan-type free boundary problem as
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where I0, �, ks, ⇢s, c0, k0, ⇢, Tm1, and Tm2 are solar radi-
ation penetrating the ice, Stefan-Bolzman constant, thermal
conductivity of snow, density of snow, heat capacity of pure
ice, thermal conductivity of pure ice, density of pure ice,
melting point of surface snow, and melting point of bottom
sea ice. The total heat flux from the air Fa includes the
following terms

Fa = (1 � ↵)Fr + FL + Fs + Fl, (8)

where Fr, FL, Fs, FI , and ↵ denote the incoming solar short-
wave radiation, long-wave radiation from the atmosphere and
clouds, the flux of sensible heat, latent heat in the adjacent
air, and surface albedo, respectively. The heat capacity and
thermal conductivity of the sea ice are affected by the salinity
as
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where S(x) denotes the salinity in the sea ice. � and �
represent the weight parameter. The thermodynamic model
(1)-(7) allows us to predict the future thickness of snow
and sea ice (h(t), H(t)) and temperature profile (Ts, Ti)

given the accurate initial temperature profile and thickness.
However, from the practical point of view, it is not feasible
to obtain the complete temperature profile due to a limited
number of thermal sensors. To deal with the problem, the
estimation algorithm is designed so that the state estimation
converges to the actual state starting from initial estimate.

B. Simplification of the Model
Before considering the state estimation design, first we

impose a simplification on the system (1)-(7). The effect of
the salinity profile on the physical parameters is assumed to
be sufficiently small so that it can be negligible, i.e.

S(x) = 0. (11)

Thermodynamic Model by MU71

In the original coordinate, we have
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Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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Along this paper we proposed an observer design and
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exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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C. Contributions

This paper develops the first application of the state
estimation to the Arctic sea ice model described by Stefan
problem. The algorithm provides the temperature profile
estimation via backstepping observer design. The observer
is designed by the similar structure in [6] utilizing available
measurements of sea ice thickness, ice surface temperature,
and temperature gradient at the ice-ocean interface. Simpli-
fied model for the Arctic sea ice is formulated by neglecting
the salinity effect. The designed observer guarantees the
exponential convergence of the temperature estimation to
the simplified model rigorously. The simulation study for
the proposed observer is performed along with the original
model to investigate the convergence performance numer-
ically. The simulation results illustrate that the estimated
temperature profile converges uniformly to the actual sea
ice temperature faster than the straightforward open loop
algorithm.

D. Organization

This paper is organized as follows: Section II describes the
thermodynamic model of the Arctic sea ice in MU71 and
introduces its simplification. Section III develops the state
estimation design for the simplified model via backstepping
PDE observer and shows the exponential stability of the
estimation error. Section IV illustrates the simulation of the
designed observer applied to the original model of MU71.
The paper ends with the concluding remarks in Section V.

II. THERMODYNAMIC MODEL OF SEA ICE

Thermodynamic model of MU71 describes the time evo-
lution of sea ice temperature profile in the vertical axis along
its thickness which also evolves in time due to accumulation
or ablation caused by energy balance.
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ŝ
(t
)

 

 

s(t), state
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Fig. 1: Schematic of the Arctic sea ice model.

Fig. 1 provides a schematic of the Arctic sea ice model.
On the seasons except for summer (July and August), sea ice
is covered by snow on the top, and the surface position of
the snow also evolves in time. Let Ts(x, t), Ti(x, t) denote
temperature profile of snow and sea ice, and h(t) and H(t)
denote the thickness of snow and sea ice. The total incoming
heat flux from the atmosphere is denoted by Fa, and the heat

flux from the ocean is denoted by Fw. The Arctic sea ice
model suggested by MU71 gives the governing equations of
Stefan-type free boundary problem as

Fa � �(Ts(�h(t), t) + 273)
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@Ti

@x
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where I0, �, ks, ⇢s, c0, k0, ⇢, Tm1, and Tm2 are solar radi-
ation penetrating the ice, Stefan-Bolzman constant, thermal
conductivity of snow, density of snow, heat capacity of pure
ice, thermal conductivity of pure ice, density of pure ice,
melting point of surface snow, and melting point of bottom
sea ice. The total heat flux from the air Fa includes the
following terms

Fa = (1 � ↵)Fr + FL + Fs + Fl, (8)

where Fr, FL, Fs, FI , and ↵ denote the incoming solar short-
wave radiation, long-wave radiation from the atmosphere and
clouds, the flux of sensible heat, latent heat in the adjacent
air, and surface albedo, respectively. The heat capacity and
thermal conductivity of the sea ice are affected by the salinity
as

ci(Ti, S(x)) =c0 + �
S(x)

Ti(x, t)2
, (9)

ki(Ti, S(x)) =k0 + �
S(x)

Ti(x, t)
, (10)

where S(x) denotes the salinity in the sea ice. � and �
represent the weight parameter. The thermodynamic model
(1)-(7) allows us to predict the future thickness of snow
and sea ice (h(t), H(t)) and temperature profile (Ts, Ti)

given the accurate initial temperature profile and thickness.
However, from the practical point of view, it is not feasible
to obtain the complete temperature profile due to a limited
number of thermal sensors. To deal with the problem, the
estimation algorithm is designed so that the state estimation
converges to the actual state starting from initial estimate.

B. Simplification of the Model
Before considering the state estimation design, first we

impose a simplification on the system (1)-(7). The effect of
the salinity profile on the physical parameters is assumed to
be sufficiently small so that it can be negligible, i.e.

S(x) = 0. (11)

Thermodynamic Model by MU71

In the original coordinate, we have
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Recall the transformation

ũ(⇠, t) =w(⇠, t) �
Z H̄(t)

⇠
µ(⇠, ⌘)w(⌘, t)d⌘ (202)

Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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Task : Derive p(x, t) to achieve ˜T ! 0 quickly.
(Ts(x, t), Ti(x, t)) · · · Temp. of snow, sea ice
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�qḣ(t), if Ts(�h(t), t) = Tm1

(7)

@Ts(x, t)

@t
=↵1

@2Ts(x, t)

@x2
, �h(t) < x < 0 (8)

Ts(0, t) =Ti(0, t), (9)

ks
@Ts

@x
(0, t) =ki

@Ti

@x
(0, t) (10)

@Ti(x, t)

@t
=↵2

@2Ti(x, t)

@x2

+ Ī0ie
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recalculate the actual value of the temperature gradient
@Ts

@x (�h(t), t). In the same way, by the data of H(t) we

can calculate @Ti

@x (H(t), t). Therefore, we can formulate the

observer design of (T̂s, T̂i) as a copy of (7)-(13) plus the
injections by measurement such that

T̂s(�h(t), t) =Y3(t),

@T̂s(x, t)

@t
=↵1

@2T̂s(x, t)

@x2

+ p1(x)

 
@Ts

@x
(�h(t), t) � @T̂s

@x
(�h(t), t)

!
,

T̂s(0, t) =Y4(t),

T̂i(0, t) =Y2(t),

@T̂i(x, t)

@t
=↵2

@2T̂i(x, t)

@x2
+ Ī0ie
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distributions such that
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qẎ1(t) + Fw

⌘

Therefore, depending on the case of the measured data
Ts(�h(t), t) (or equivalently ḣ(t) is zero or not), we can
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VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
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with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
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design with a measurement of temperature at one boundary,
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C. Contributions

This paper develops the first application of the state
estimation to the Arctic sea ice model described by Stefan
problem. The algorithm provides the temperature profile
estimation via backstepping observer design. The observer
is designed by the similar structure in [6] utilizing available
measurements of sea ice thickness, ice surface temperature,
and temperature gradient at the ice-ocean interface. Simpli-
fied model for the Arctic sea ice is formulated by neglecting
the salinity effect. The designed observer guarantees the
exponential convergence of the temperature estimation to
the simplified model rigorously. The simulation study for
the proposed observer is performed along with the original
model to investigate the convergence performance numer-
ically. The simulation results illustrate that the estimated
temperature profile converges uniformly to the actual sea
ice temperature faster than the straightforward open loop
algorithm.

D. Organization

This paper is organized as follows: Section II describes the
thermodynamic model of the Arctic sea ice in MU71 and
introduces its simplification. Section III develops the state
estimation design for the simplified model via backstepping
PDE observer and shows the exponential stability of the
estimation error. Section IV illustrates the simulation of the
designed observer applied to the original model of MU71.
The paper ends with the concluding remarks in Section V.

II. THERMODYNAMIC MODEL OF SEA ICE

Thermodynamic model of MU71 describes the time evo-
lution of sea ice temperature profile in the vertical axis along
its thickness which also evolves in time due to accumulation
or ablation caused by energy balance.
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VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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ŝ(t), estimation
sr = 0.35m

Fig. 1. The moving interface.

0 50 100 150
0

0.002

0.004

0.006

0.008

0.01

Time (min)

s̃
(t
)2

 

 

ϵ = 0.02
ϵ = 0.04
ϵ = 0.06

Fig. 2. H

1 norm of the temperature.

VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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Fig. 1: Schematic of the Arctic sea ice model.

Fig. 1 provides a schematic of the Arctic sea ice model.
On the seasons except for summer (July and August), sea ice
is covered by snow on the top, and the surface position of
the snow also evolves in time. Let Ts(x, t), Ti(x, t) denote
temperature profile of snow and sea ice, and h(t) and H(t)
denote the thickness of snow and sea ice. The total incoming
heat flux from the atmosphere is denoted by Fa, and the heat

flux from the ocean is denoted by Fw. The Arctic sea ice
model suggested by MU71 gives the governing equations of
Stefan-type free boundary problem as

Fa � �(Ts(�h(t), t) + 273)
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where I0, �, ks, ⇢s, c0, k0, ⇢, Tm1, and Tm2 are solar radi-
ation penetrating the ice, Stefan-Bolzman constant, thermal
conductivity of snow, density of snow, heat capacity of pure
ice, thermal conductivity of pure ice, density of pure ice,
melting point of surface snow, and melting point of bottom
sea ice. The total heat flux from the air Fa includes the
following terms

Fa = (1 � ↵)Fr + FL + Fs + Fl, (8)

where Fr, FL, Fs, FI , and ↵ denote the incoming solar short-
wave radiation, long-wave radiation from the atmosphere and
clouds, the flux of sensible heat, latent heat in the adjacent
air, and surface albedo, respectively. The heat capacity and
thermal conductivity of the sea ice are affected by the salinity
as

ci(Ti, S(x)) =c0 + �
S(x)

Ti(x, t)2
, (9)

ki(Ti, S(x)) =k0 + �
S(x)

Ti(x, t)
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where S(x) denotes the salinity in the sea ice. � and �
represent the weight parameter. The thermodynamic model
(1)-(7) allows us to predict the future thickness of snow
and sea ice (h(t), H(t)) and temperature profile (Ts, Ti)

given the accurate initial temperature profile and thickness.
However, from the practical point of view, it is not feasible
to obtain the complete temperature profile due to a limited
number of thermal sensors. To deal with the problem, the
estimation algorithm is designed so that the state estimation
converges to the actual state starting from initial estimate.

B. Simplification of the Model
Before considering the state estimation design, first we

impose a simplification on the system (1)-(7). The effect of
the salinity profile on the physical parameters is assumed to
be sufficiently small so that it can be negligible, i.e.

S(x) = 0. (11)

Thermodynamic Model by MU71

In the original coordinate, we have
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Recall the transformation
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Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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Task : Derive p(x, t) to achieve ˜T ! 0 quickly.
(Ts(x, t), Ti(x, t)) · · · Temp. of snow, sea ice
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1558 MAYKUT AND UNTERSTEINER 

Fig. 2. Predicted values of equilibrium temperature and thickness for sea ice, based on 
¾1etcher's heat budget for the central Arctic basin (Table 1). Isotherms in the ice are labeled 
in negative degrees Celsius; isotherms in the sn.ow (unlabeled) are drawn at 2øC intervals. To 
distinguish between movements of the upper and lower boundaries, they are plotted without 
regard to hydrostatic adjustment. The vertical coordinate therefore corresponds to ice thick 
ness only before the onset of ice ablation at the upper surface. 

marine's track. Later submarine observations 
[Wittmann and Schule, 1966] show 2 meters to 
be the most frequent ice thickness, but again, 
these data are regionally limited. Most of the 
drifting stations were established on pack ice, 
which averaged close to 3 meters in thickness 
[Petroy, 1954]. Typical results are those of 
Untersteiner [1961] who found that thickness 
varied between 250 and 315 cm during the year. 
Considering that the input data are derived 
from these drifting stations, it is to be expected 
that the predicted thicknesses should agree most 
closely with their observations. 

Perhaps more indicative is the pattern of mass 
changes predicted by the model. According to 
Soviet data [Yanes, 1966], average ablation 
on polar ice is 37 cm; snow melt begins in the 
first half of June and ablation generally ends 
between August 10 and 23. An average from all 
U.S. drifting stations from 1957 to 1963 gives a 
mean surface ablation of 42 cm [Hanson, 1965]. 

Table 2 shows a predicted ice ablation of 40 
cm, starting on June 29 and terminating on 
August 19. Snow melt begins on June 8. At the 
lower surface there are 45 cm of accretion and 
5 cm of ablation. Unfortunately, mass changes 
at the bottom have never been well determined 
in the field. According to Yanes [1966] bottom 
ablation in equilibrium ice is small, if it occurs 
at all. Hanson [1965] measured a value of 10 
cm, and Untersteiner [1961] observed 20 cm of 
ablation and 50 cm of accretion. In view of these 
uncertainties, the predicted values at the bottom 
of the ice are not unreasonable, but a precise 
evaluation is not possible. 

An observed temperature field [Untersteiner, 
1961] is reproduced in Figure 3. Comparison of 
Figures 2 and 3 shows good agreement through- 
out, except for fall temperatures within the ice, 
suggesting that ice temperatures in the theo- 
retical model respond to surface conditions more 
rapidly than do the temperatures in real ice. 

Simulation Result by MU71
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Fig. 3. Observed temperature and thickness pattern of perennial sea ice at IGY station alpha, 
1957-1958 [after Untersteiner, 1961]. 

Neglecting latent heat release from surface melt 
ponds, underestimating Io, or improper assump- 
tions regarding the salinity profile could all con- 
tribute to this discrepancy. Smoothing of the 
input data is reflected in the results of Figure 2, 
and the usual January warming trend [Lak- 
rionov, 1955; Hisdal, 1960] does not appear. 
Table 3 shows monthly surface temperatures 
from numerous drifting stations, averaged over 
26 years of observations (A. Hanson, personal 
communication, 1967), and a comparison with 
the theoretical results. The annual averages are 
remarkably close, but temperatures predicted by 
the model are slightly colder in the fall and 
warmer in the spring than the observed ones. 
It should be remembered that the calculated 
temperatures apply for the surface, and a com- 
parison with observed air (screen) temperatures 
would have to take into account that generally 
a ground inversion prevails from September to 
April, whereas in May lapse conditions prevail. 
We suspect, however, that the differences shown 
in Table 3 also result from the differing origins 
of the energy flux data and the observed tem- 
perature data. 

Solar radiation absorbed by the surface in the 
model agrees closely with empirical data, imply- 
ing that the albedo assumptions were adequate; 
however, the long-wave loss is somewhat smaller 
than observations indicate, primarily during 
the winter months [Marshunova, 1961]. This 
smaller loss appears to arise from two causes. 
First, the model deals only with thick ice coy- 

ered with a uniform blanket of snow; observa- 
tions in the field are made over ice with variable 
thickness and snow cover. Second, necessary 
smoothing of the input functions removes short- 
term fluctuations in the surface temperature. 
Because of the nonlinear form of the Stefan- 
Boltzmann Law, this produces a bias toward 
lower surface temperatures and hence a smaller 
long-wave loss. 

In a state of equilibrium, the sum of all 
energy fluxes into the ice should balance the 
sum of those leaving it. The results in Table 2 
indicate that about 0.5 kcal/cm' yr more energy 
leaves the slab than enters it. This apparent 
inconsistency is due to three energy sources 
which are not seen explicitly in the output 
data: 

1. Short-wave radiation that penetrates the 
ice and is not absorbed, passing instead through 
the ice and into the ocean. This flux is small 
for thick ice (25 cal/cm ' yr in the present case), 
but for thin ice it may reach values in excess 
of 25% of Io. 

2. Latent heat released within the ice. As sea 
water freezes at the bottom of the ice, small 
pockets of brine are trapped. Continued accre- 
tion moves the older ice upward into regions of 
lower temperature, causing freezing in the brine 
pockets and a reduction in brine volume. The 
resulting heat release is accounted for by changes 
in (pc),. 

3. When the snow is saturated with melt 

1560 MAYKUT AND UNTERSTEINER 

CM 

,, ,_-'I; .... 
I00 - ' C: ,; ";,"'•'-'-•,"-'-'•i' 

;'j r,. ':'-•t;', bJ',':t,;-':',,- 
•5o •' "% "c,'•,•, '.': •- 

L•.•:.-,, ,;,_.., :,',. i.•.•.'..,:,:•,..,•;;.,,'. ........ 
,•/;.?-',; •;;,•,,, 

'.'";i -""'"' '.•'>.'.?';',-. -',,",':':" 

300 I JUL I AUG 
1957 

,,. 

•EP I OCT • NOV I DEC 

' . . 

JAN • FEB I MAR I API 
1958 

MAY 

Fig. 3. Observed temperature and thickness pattern of perennial sea ice at IGY station alpha, 
1957-1958 [after Untersteiner, 1961]. 

Neglecting latent heat release from surface melt 
ponds, underestimating Io, or improper assump- 
tions regarding the salinity profile could all con- 
tribute to this discrepancy. Smoothing of the 
input data is reflected in the results of Figure 2, 
and the usual January warming trend [Lak- 
rionov, 1955; Hisdal, 1960] does not appear. 
Table 3 shows monthly surface temperatures 
from numerous drifting stations, averaged over 
26 years of observations (A. Hanson, personal 
communication, 1967), and a comparison with 
the theoretical results. The annual averages are 
remarkably close, but temperatures predicted by 
the model are slightly colder in the fall and 
warmer in the spring than the observed ones. 
It should be remembered that the calculated 
temperatures apply for the surface, and a com- 
parison with observed air (screen) temperatures 
would have to take into account that generally 
a ground inversion prevails from September to 
April, whereas in May lapse conditions prevail. 
We suspect, however, that the differences shown 
in Table 3 also result from the differing origins 
of the energy flux data and the observed tem- 
perature data. 

Solar radiation absorbed by the surface in the 
model agrees closely with empirical data, imply- 
ing that the albedo assumptions were adequate; 
however, the long-wave loss is somewhat smaller 
than observations indicate, primarily during 
the winter months [Marshunova, 1961]. This 
smaller loss appears to arise from two causes. 
First, the model deals only with thick ice coy- 

ered with a uniform blanket of snow; observa- 
tions in the field are made over ice with variable 
thickness and snow cover. Second, necessary 
smoothing of the input functions removes short- 
term fluctuations in the surface temperature. 
Because of the nonlinear form of the Stefan- 
Boltzmann Law, this produces a bias toward 
lower surface temperatures and hence a smaller 
long-wave loss. 

In a state of equilibrium, the sum of all 
energy fluxes into the ice should balance the 
sum of those leaving it. The results in Table 2 
indicate that about 0.5 kcal/cm' yr more energy 
leaves the slab than enters it. This apparent 
inconsistency is due to three energy sources 
which are not seen explicitly in the output 
data: 

1. Short-wave radiation that penetrates the 
ice and is not absorbed, passing instead through 
the ice and into the ocean. This flux is small 
for thick ice (25 cal/cm ' yr in the present case), 
but for thin ice it may reach values in excess 
of 25% of Io. 

2. Latent heat released within the ice. As sea 
water freezes at the bottom of the ice, small 
pockets of brine are trapped. Continued accre- 
tion moves the older ice upward into regions of 
lower temperature, causing freezing in the brine 
pockets and a reduction in brine volume. The 
resulting heat release is accounted for by changes 
in (pc),. 

3. When the snow is saturated with melt 

Empirical Data 
(Untersteiner 1969)

Comparison with Empirical Data



1558 MAYKUT AND UNTERSTEINER 

Fig. 2. Predicted values of equilibrium temperature and thickness for sea ice, based on 
¾1etcher's heat budget for the central Arctic basin (Table 1). Isotherms in the ice are labeled 
in negative degrees Celsius; isotherms in the sn.ow (unlabeled) are drawn at 2øC intervals. To 
distinguish between movements of the upper and lower boundaries, they are plotted without 
regard to hydrostatic adjustment. The vertical coordinate therefore corresponds to ice thick 
ness only before the onset of ice ablation at the upper surface. 

marine's track. Later submarine observations 
[Wittmann and Schule, 1966] show 2 meters to 
be the most frequent ice thickness, but again, 
these data are regionally limited. Most of the 
drifting stations were established on pack ice, 
which averaged close to 3 meters in thickness 
[Petroy, 1954]. Typical results are those of 
Untersteiner [1961] who found that thickness 
varied between 250 and 315 cm during the year. 
Considering that the input data are derived 
from these drifting stations, it is to be expected 
that the predicted thicknesses should agree most 
closely with their observations. 

Perhaps more indicative is the pattern of mass 
changes predicted by the model. According to 
Soviet data [Yanes, 1966], average ablation 
on polar ice is 37 cm; snow melt begins in the 
first half of June and ablation generally ends 
between August 10 and 23. An average from all 
U.S. drifting stations from 1957 to 1963 gives a 
mean surface ablation of 42 cm [Hanson, 1965]. 

Table 2 shows a predicted ice ablation of 40 
cm, starting on June 29 and terminating on 
August 19. Snow melt begins on June 8. At the 
lower surface there are 45 cm of accretion and 
5 cm of ablation. Unfortunately, mass changes 
at the bottom have never been well determined 
in the field. According to Yanes [1966] bottom 
ablation in equilibrium ice is small, if it occurs 
at all. Hanson [1965] measured a value of 10 
cm, and Untersteiner [1961] observed 20 cm of 
ablation and 50 cm of accretion. In view of these 
uncertainties, the predicted values at the bottom 
of the ice are not unreasonable, but a precise 
evaluation is not possible. 

An observed temperature field [Untersteiner, 
1961] is reproduced in Figure 3. Comparison of 
Figures 2 and 3 shows good agreement through- 
out, except for fall temperatures within the ice, 
suggesting that ice temperatures in the theo- 
retical model respond to surface conditions more 
rapidly than do the temperatures in real ice. 
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Neglecting latent heat release from surface melt 
ponds, underestimating Io, or improper assump- 
tions regarding the salinity profile could all con- 
tribute to this discrepancy. Smoothing of the 
input data is reflected in the results of Figure 2, 
and the usual January warming trend [Lak- 
rionov, 1955; Hisdal, 1960] does not appear. 
Table 3 shows monthly surface temperatures 
from numerous drifting stations, averaged over 
26 years of observations (A. Hanson, personal 
communication, 1967), and a comparison with 
the theoretical results. The annual averages are 
remarkably close, but temperatures predicted by 
the model are slightly colder in the fall and 
warmer in the spring than the observed ones. 
It should be remembered that the calculated 
temperatures apply for the surface, and a com- 
parison with observed air (screen) temperatures 
would have to take into account that generally 
a ground inversion prevails from September to 
April, whereas in May lapse conditions prevail. 
We suspect, however, that the differences shown 
in Table 3 also result from the differing origins 
of the energy flux data and the observed tem- 
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model agrees closely with empirical data, imply- 
ing that the albedo assumptions were adequate; 
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than observations indicate, primarily during 
the winter months [Marshunova, 1961]. This 
smaller loss appears to arise from two causes. 
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tions in the field are made over ice with variable 
thickness and snow cover. Second, necessary 
smoothing of the input functions removes short- 
term fluctuations in the surface temperature. 
Because of the nonlinear form of the Stefan- 
Boltzmann Law, this produces a bias toward 
lower surface temperatures and hence a smaller 
long-wave loss. 

In a state of equilibrium, the sum of all 
energy fluxes into the ice should balance the 
sum of those leaving it. The results in Table 2 
indicate that about 0.5 kcal/cm' yr more energy 
leaves the slab than enters it. This apparent 
inconsistency is due to three energy sources 
which are not seen explicitly in the output 
data: 

1. Short-wave radiation that penetrates the 
ice and is not absorbed, passing instead through 
the ice and into the ocean. This flux is small 
for thick ice (25 cal/cm ' yr in the present case), 
but for thin ice it may reach values in excess 
of 25% of Io. 

2. Latent heat released within the ice. As sea 
water freezes at the bottom of the ice, small 
pockets of brine are trapped. Continued accre- 
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pockets and a reduction in brine volume. The 
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• Problem
1) Recent data shows no annual cycle. 
2) Complete profile of sea ice temperature is hard to measure.

• Our Goal
Estimate the temperature profile via available measurements.

• Method
1) Design an estimator for simplified MU71 theoretically.
2) Apply the estimator to original MU71 numerically.
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VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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2.2 Salinity E↵ects on Physical Parameters

The heat capacity and thermal conductivity of the sea ice
are described as

ci(Ti, S(x)) =c0 + �
S(x)

Ti(x, t)2
, (2)

ki(Ti, S(x)) =k0 + �
S(x)

Ti(x, t)
(3)

where S(x) denotes the salinity in the sea ice. Physical
parameters of sea ice is listed in Table.2. Suppose that the
salinity profile is given as
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2.3 Simplification of the Model

Firstly, we consider the following linearization on Stefan
Bolzmann law such that

�Ts(�h(t), t)4 = �0 + �TTs(�h(t), t) (5)

where the each constants are chosen as �0 = 315W/m2

and �T = 3.91 W/m2K.

Secondly, the e↵ect of the salinity profile on the physical
parameters is assumed to be su�ciently small and it can
be negligible. Therefore, in this model we assume

S(x) = 0 (6)

Therefore, the simplified model of (??)-(??) is written as

Fair � �(Ts(�h(t), t) + 273)4 + ks
@Ts

@x
(�h(t), t)

=

⇢
0, if Ts(�h(t), t) < Tm1
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Suppose that we have available measurements

Y1(t) =H(t), Y2(t) = Ti(0, t), (14)
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Therefore, depending on the case of the measured data
Ts(�h(t), t) (or equivalently ḣ(t) is zero or not), we can
recalculate the actual value of the temperature gradient
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can calculate @Ti

@x (H(t), t). Therefore, we can formulate the
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Next, we define the estimation error of the temperature
distributions such that

T̃s(x, t) :=Ts(x, t) � T̂s(x, t), (15)

T̃i(x, t) :=Ti(x, t) � T̂i(x, t). (16)

Subtraction of the observer system (??)-(??) from the
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Next, we define the estimation error of the temperature
distributions such that
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State Estimation via Backstepping Observer

• Available Measurements

Therefore, the heat equation of the sea ice temperature (5)
is rewritten as

@Ti

@t
(x, t) =Di

@2Ti

@x2
(x, t) +

¯I0ie
�ix, 0 < x < H(t),

(12)

where the diffusion coefficient is defined as Di = k0/⇢c0.
Next, we impose the assumption on the sea ice thickness
H(t) to be upper bounded, i.e. there exist ¯H > 0 such that

H(t) < ¯H, 8t > 0. (13)

We formulate the observer structure for sea ice temperature
estimation based on the simplified sea ice model composed
of (12) and (6).

III. STATE ESTIMATION DESIGN

In this section, we derive the estimation algorithm utilizing
some available measurements and show the exponential
convergence of the designed estimation to the simplified sea
ice temperature. The ice thickness and surface temperature
are measured in several studies [4], [10], [11], [13]. In this
paper the measurement of temperature gradient at the ice-
ocean interface is also assumed.

A. Observer Structure
Suppose that the sea ice thickness, the ice surface temper-

ature, and the temperature gradient at the ice-ocean interface
are obtained as available measurements Y1(t), Y2(t), and
Y3(t), i.e.

Y1(t) =H(t), (14)
Y2(t) =Ti(0, t), (15)

Y3(t) =

@Ti

@x
(H(t), t). (16)

The state estimator of the sea ice temperature estimate ˆTi

consists of a copy of the plant (12) and (6) plus the error
injection of @Ti

@x (H(t), t) as follows:
ˆTi(0, t) =Y2(t), (17)
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ˆTi(H(t), t) =Tm2. (19)

Note that the estimated temperature at the snow-ice interface
ˆTi(0, t) is directly assimilated to the measured value Y2(t)
which is the actual sea ice surface temperature. Next, define
the estimation error as

˜Ti(x, t) :=Ti(x, t) � ˆTi(x, t). (20)

Subtraction of the observer system (17)-(19) from the system
(12) and (6) yields the closed-system of estimation error as
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Our goal is to design the observer gain p(x, t) so that the
temperature error ˜Ti converges to zero, which enables to
track the state estimates ˆTi to the actual sea ice temperature
Ti. The main theorem of this paper is stated as following.

Theorem 1: Consider the simplified model of the Arctic
sea ice (12) and (6) and the dynamics of state estimation
(17)-(19). Then, the design of the observer gain
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where � is a positive free parameter and I1(·) denotes the
modified Bessel function of the first kind, ensures that the
temperature estimation ˆTi converges to the actual tempera-
ture profile Ti exponentially in spatial L2 norm.

Remark 1: Since the observer gain (24) includes the thick-
ness H(t), the gain is not a priori known and hence it
requires the online calculation along with the estimation.

Remark 2: The estimation of the snow temperature profile
is also achievable by the same observer structure as in
Theorem 1 with the measurement of the snow thickness and
snow surface temperature. To avoid the lengthy statement,
we do not provide it in this paper.

B. Backstepping Transformation

The backstepping is a well-known method to design the
observer gains for PDEs [8]. Especially, for Stefan-type of
free boundary PDEs, [6] suggested a way to find the suitable
invertible transformation

˜Ti(x, t) =w(x, t) �
Z H(t)

x

n(x, y)w(y, t)dy, (25)

that maps the system (21)-(23) into the following target
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The tuning parameter � can be chosen to set a desired
observer convergence speed. Taking the derivatives of (25)
with respect to x and t along with the solution of (21)-(23),
we have
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VIII. CONCLUSIONS AND FUTURE WORKS

Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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2.2 Salinity E↵ects on Physical Parameters

The heat capacity and thermal conductivity of the sea ice
are described as
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where S(x) denotes the salinity in the sea ice. Physical
parameters of sea ice is listed in Table.2. Suppose that the
salinity profile is given as
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2.3 Simplification of the Model

Firstly, we consider the following linearization on Stefan
Bolzmann law such that

�Ts(�h(t), t)4 = �0 + �TTs(�h(t), t) (4)

where the each constants are chosen as �0 = 315W/m2

and �T = 3.91 W/m2K.

Secondly, the e↵ect of the salinity profile on the physical
parameters is assumed to be su�ciently small and it can
be negligible. Therefore, in this model we assume

S(x) = 0 (5)
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3.1 Observer Structure

Suppose that we have available measurements
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Therefore, depending on the case of the measured data
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Next, we define the estimation error of the temperature
distributions such that
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Next, we define the estimation error of the temperature
distributions such that
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Therefore, the heat equation of the sea ice temperature (5)
is rewritten as

@Ti

@t
(x, t) =Di

@2Ti

@x2
(x, t) +

¯I0ie
�ix, 0 < x < H(t),

(12)

where the diffusion coefficient is defined as Di = k0/⇢c0.
Next, we impose the assumption on the sea ice thickness
H(t) to be upper bounded, i.e. there exist ¯H > 0 such that

H(t) < ¯H, 8t > 0. (13)

We formulate the observer structure for sea ice temperature
estimation based on the simplified sea ice model composed
of (12) and (6).

III. STATE ESTIMATION DESIGN

In this section, we derive the estimation algorithm utilizing
some available measurements and show the exponential
convergence of the designed estimation to the simplified sea
ice temperature. The ice thickness and surface temperature
are measured in several studies [4], [10], [11], [13]. In this
paper the measurement of temperature gradient at the ice-
ocean interface is also assumed.

A. Observer Structure
Suppose that the sea ice thickness, the ice surface temper-

ature, and the temperature gradient at the ice-ocean interface
are obtained as available measurements Y1(t), Y2(t), and
Y3(t), i.e.

Y1(t) =H(t), (14)
Y2(t) =Ti(0, t), (15)

Y3(t) =

@Ti

@x
(H(t), t). (16)

The state estimator of the sea ice temperature estimate ˆTi

consists of a copy of the plant (12) and (6) plus the error
injection of @Ti

@x (H(t), t) as follows:
ˆTi(0, t) =Y2(t), (17)
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!
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ˆTi(H(t), t) =Tm2. (19)

Note that the estimated temperature at the snow-ice interface
ˆTi(0, t) is directly assimilated to the measured value Y2(t)
which is the actual sea ice surface temperature. Next, define
the estimation error as

˜Ti(x, t) :=Ti(x, t) � ˆTi(x, t). (20)

Subtraction of the observer system (17)-(19) from the system
(12) and (6) yields the closed-system of estimation error as

˜Ti(0, t) =0, (21)
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Our goal is to design the observer gain p(x, t) so that the
temperature error ˜Ti converges to zero, which enables to
track the state estimates ˆTi to the actual sea ice temperature
Ti. The main theorem of this paper is stated as following.

Theorem 1: Consider the simplified model of the Arctic
sea ice (12) and (6) and the dynamics of state estimation
(17)-(19). Then, the design of the observer gain

p(x, t) = � �x
I1

⇣q
�
Di

(H(t)2 � x2
)

⌘

q
�
Di

(H(t)2 � x2
)

, (24)

where � is a positive free parameter and I1(·) denotes the
modified Bessel function of the first kind, ensures that the
temperature estimation ˆTi converges to the actual tempera-
ture profile Ti exponentially in spatial L2 norm.

Remark 1: Since the observer gain (24) includes the thick-
ness H(t), the gain is not a priori known and hence it
requires the online calculation along with the estimation.

Remark 2: The estimation of the snow temperature profile
is also achievable by the same observer structure as in
Theorem 1 with the measurement of the snow thickness and
snow surface temperature. To avoid the lengthy statement,
we do not provide it in this paper.

B. Backstepping Transformation

The backstepping is a well-known method to design the
observer gains for PDEs [8]. Especially, for Stefan-type of
free boundary PDEs, [6] suggested a way to find the suitable
invertible transformation

˜Ti(x, t) =w(x, t) �
Z H(t)

x

n(x, y)w(y, t)dy, (25)

that maps the system (21)-(23) into the following target
system
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(x, t) � �w(x, t), (27)

w(H(t), t) =0. (28)

The tuning parameter � can be chosen to set a desired
observer convergence speed. Taking the derivatives of (25)
with respect to x and t along with the solution of (21)-(23),
we have
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In the original coordinate, we have
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Recall the transformation
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Our goal is

• Design an observer (

ˆTs(x, t), ˆTi(x, t)) to estimate the actual temperature
(Ts(x, t), Ti(x, t)) by some available measurements.
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Therefore, the heat equation of the sea ice temperature (??)
is rewritten as

@Ti

@t
(x, t) =Di

@2Ti

@x2
(x, t) +

¯I0ie
�ix, 0 < x < H(t),

(12)

where the diffusion coefficient Di = k0/⇢c0 is defined. Next,
we impose the assumption on the sea ice thickness H(t) to
be upper bounded, i.e. there exist ¯H > 0 such that

H(t) < ¯H, 8t > 0. (13)

We formulate the observer structure for sea ice temperature
estimation based on the simplified sea ice model composed
of (??) and (??).

III. STATE ESTIMATION DESIGN

In this section, we derive the estimation algorithm utilizing
some available measurements and show the exponential
convergence of the designed estimation to the simplified sea
ice temperature. The ice thickness and surface temperature
are measured in several studies [?], [?], [?], [?]. In this paper
the measurement of temperature gradient at the ice-ocean
interface is also assumed to be measured.

A. Observer Structure

Suppose that the sea ice thickness, ice surface tempera-
ture, and temperature gradient at the ice-ocean interface are
obtained as available measurements Y1(t), Y2(t), and Y3(t),
i.e.

Y1(t) =H(t), (14)
Y2(t) =Ti(0, t), (15)

Y3(t) =

@Ti

@x
(H(t), t). (16)

The state estimator of the sea ice temperature estimate ˆTi

consists of a copy of the plant (??) and (??) plus the error
injection of @Ti

@x (H(t), t) as follows:

ˆTi(0, t) =Y2(t), (17)

@ ˆTi

@t
(x, t) =Di

@2
ˆTi

@x2
(x, t) +

¯I0ie
�ix

+p(x, t)

 
Y3(t) � @ ˆTi

@x
(Y1(t), t)

!
, 0 < x < Y1(t)

(18)
ˆTi(Y1(t), t) =Tm2. (19)

Note that the estimated temperature at the snow-ice interface
ˆTi(0, t) is directly assimilated with the measured value Y2(t)
which is the actual sea ice surface temperature. Next, define
the estimation error as

˜Ti(x, t) :=Ti(x, t) � ˆTi(x, t). (20)

Subtraction of the observer system (??)-(??) from the system
(??) and (??) yields the closed-system of estimation error as

˜Ti(0, t) =0, (21)
@ ˜Ti

@t
(x, t) =Di

@2
˜Ti

@x2
(x, t) � p(x, t)

@ ˜Ti

@x
(H(t), t), (22)

˜Ti(H(t), t) =0. (23)

Our goal is to design the observer gain p(x, t) so that the
temperature error ˜Ti converges to zero, which enables to
track the state estimates ˆTi to the actual sea ice temperature
Ti. The main theorem of this paper is stated as following.

Theorem 1: Consider the simplified model of the Arctic
sea ice (??) and (??) and the dynamics of state estimation
(??)-(??). Then, the design of the observer gain

p(x, t) = � �x
I1

⇣q
�
Di

(H(t)2 � x2
)

⌘

q
�
Di

(H(t)2 � x2
)

, (24)

where � is a positive free parameter and I1(·) denotes the
modified Bessel function of the first kind, ensures that the
temperature estimation ˆTi converges to the actual tempera-
ture profile Ti exponentially in spacial L2 norm.

Remark 1: Since the observer gain (??) includes the thick-
ness H(t), the gain is not a priori known and hence it
requires the online calculation along with the estimation.

Remark 2: The estimation of the snow temperature profile
is also achievable by the same observer structure as in
Theorem ?? with the measurement of the snow thickness and
snow surface temperature. To avoid the lengthy statement, we
do not provide it in this paper.

B. Backstepping Transformation

The backstepping is a well-known method to design the
observer gains for PDEs [?]. Especially for Stefan-type of
free boundary PDEs, [?] suggested a way seeking to find
the invertible transformation

˜Ti(x, t) =w(x, t) �
Z H(t)

x

n(x, y)w(y, t)dy, (25)

that transforms the system (??)-(??) into the following target
system

w(0, t) =0, (26)
@w

@t
(x, t) =Di

@2w

@x2
(x, t) � �w(x, t), (27)

w(H(t), t) =0. (28)

The tuning parameter � can be chosen to set a desired
observer convergence speed. Taking derivatives of (??) with
respect to x and t along with the solution of (??)-(??), we
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some available measurements and show the exponential
convergence of the designed estimation to the simplified sea
ice temperature. The ice thickness and surface temperature
are measured in several studies [?], [?], [?], [?]. In this paper
the measurement of temperature gradient at the ice-ocean
interface is also assumed to be measured.
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ture profile Ti exponentially in spacial L2 norm.

Remark 1: Since the observer gain (??) includes the thick-
ness H(t), the gain is not a priori known and hence it
requires the online calculation along with the estimation.

Remark 2: The estimation of the snow temperature profile
is also achievable by the same observer structure as in
Theorem ?? with the measurement of the snow thickness and
snow surface temperature. To avoid the lengthy statement, we
do not provide it in this paper.
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The backstepping is a well-known method to design the
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free boundary PDEs, [?] suggested a way seeking to find
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Task : Derive p(x, t) to achieve ˜T ! 0 quickly.
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T̃s(�h(t), t) =0, (16)

@T̃s(x, t)

@t
=↵1

@2T̃s(x, t)

@x2
� p1(x)

@T̃s

@x
(�h(t), t), (17)

T̃s(0, t) =0, (18)

T̃i(0, t) =0, (19)

@T̃i(x, t)

@t
=↵2

@2T̃i(x, t)

@x2
� p2(x)

@T̃i

@x
(�h(t), t), (20)

T̃i(H(t), t) =0. (21)

3.2 Backstepping Transformation

Consider the invertible transformations formulated as

w(x, t) =T̃i(x, t) �
Z H(t)

x

⌫(x, y)T̃i(y, t)dy,

T̃i(x, t) =w(x, t) �
Z H(t)

x

n(x, y)w(y, t)dy,

that transforms system (17)-(22) into the exponentially
stable target system

z(�h(t), t) =0, (22)

@z(x, t)

@t
=↵1

@2z(x, t)

@x2
� c1z(x, t), (23)

z(0, t) =0, (24)
w(0, t) =0, (25)

@w(x, t)

@t
=↵2

@2w(x, t)

@x2
� �2w(x, t), (26)

w(H(t), t) =0. (27)

The tuning parameters c1 and c2 can be chosen to set the
desired observer convergence speed. Taking the derivatives
of (??) and (??) with respect to x and t along with the
solution of (17)-(22), we have

@T̃s(x, t)

@t
� ↵1

@2T̃s(x, t)

@x2
+ p1(x)

@T̃s

@x
(�h(t), t)

=↵1

✓
2

d

dx
m(x, x) � c1

↵1

◆
z(x, t)

+ (p1(x) + ↵1m(x, �h(t)))
@z

@x
(�h(t), t)

+ ↵1

Z x

�h(t)

✓
@2m(x, y)

@x2
� @2m(x, y)

@y2

+
c1

↵1
m(x, y)

◆
z(y, t)dy, (28)

@T̃i(x, t)

@t
� ↵2

@2T̃i(x, t)

@x2
+ p2(x)

@T̃i

@x
(H(t), t)

= � ↵2

✓
2

d

dx
n(x, x) +

c2

↵2

◆
w(x, t)

+ (p2(x) � ↵2n(x, H(t)))
@w

@x
(H(t), t)

+

Z H(t)

x

↵2

✓
@2n(x, y)

@x2
� @2n(x, y)

@y2

+
c2

↵2
n(x, y)

◆
w(y, t)dy. (29)

Substituting x = 0 into (??) and (??) with boundary
conditions (19), we have

T̃s(0, t) = �
Z 0

�h(t)
m(0, y)z(y, t)dy = 0, (30)

T̃i(0, t) = �
Z H(t)

0
n(0, y)w(y, t)dy = 0. (31)

Therefore, the conditions on m(x, y) and n(x, y) to make
the target system to be satisfied (17)-(22) are written as

d

dx
m(x, x) =

c1

2↵1
, (32)

@2m(x, y)

@x2
� @2m(x, y)

@y2
= � c1

↵1
m(x, y), (33)

m(0, y) =0, (34)
n(0, y) =0, (35)

d

dx
n(x, x) = � c2

2↵2
, (36)

@2n(x, y)

@x2
� @2n(x, y)

@y2
= � c2

↵2
n(x, y), (37)

p1(x) = � ↵1m(x, �h(t)), (38)
p2(x) =↵2n(x, H(t)). (39)

The explicit solutions of (33)-(38) are written as

n(x, y) = � �2

↵2
x

I1

⇣q
�2
↵2

(y2 � x2)
⌘

q
�2
↵2

(y2 � x2)
,

⌫(x, y) =
�2

↵2
x

J1

⇣q
�2
↵2

(y2 � x2)
⌘

q
�2
↵2

(y2 � x2)
,

p2(x) = � �2x
I1

⇣q
�2
↵2

(H(t)2 � x2)
⌘

q
�2
↵2

(H(t)2 � x2)
. (40)

The conditions (39) and (40) give the design formulation
of the observer gains

p1(x) = � c1x
I1

⇣q
c1
↵1

(h(t)2 � x2)
⌘

q
c1
↵1

(h(t)2 � x2)
, (41)

p2(x) = � �2x
I1

⇣q
�2
↵2

(H(t)2 � x2)
⌘

q
�2
↵2

(H(t)2 � x2)
. (42)

By taking the same procedure, the inverse transformations
are formulated as

z(x, t) =T̃s(x, t) �
Z x

�h(t)
µ(x, y)T̃s(y, t)dy, (43)

w(x, t) =T̃i(x, t) �
Z H(t)

x

⌫(x, y)T̃i(y, t)dy (44)

where the gain kernel solutions are

µ(x, y) = � �1x
J1

⇣p
�1(y2 � x2)

⌘

p
�1(y2 � x2)

, (45)

⌫(x, y) =�2x
J1

⇣p
�2(y2 � x2)

⌘

p
�2(y2 � x2)

(46)

3.3 Stability Analysis

In this section, we prove the stability of the estimation er-
ror (T̃s, T̃i) system, which ensures that the observer system
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w(x, t) =T̃i(x, t) �
Z H(t)

x

⌫(x, y)T̃i(y, t)dy (44)

where the gain kernel solutions are

µ(x, y) = � �1x
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p
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, (45)
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p
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(46)

3.3 Stability Analysis

In this section, we prove the stability of the estimation er-
ror (T̃s, T̃i) system, which ensures that the observer system
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Therefore, the heat equation of the sea ice temperature (5)
is rewritten as

@Ti

@t
(x, t) =Di

@2Ti

@x2
(x, t) +

¯I0ie
�ix, 0 < x < H(t),

(12)

where the diffusion coefficient Di = k0/⇢c0 is defined. Next,
we impose the assumption on the sea ice thickness H(t) to
be upper bounded, i.e. there exist ¯H > 0 such that

H(t) < ¯H, 8t > 0. (13)

We formulate the observer structure for sea ice temperature
estimation based on the simplified sea ice model composed
of (12) and (6).

III. STATE ESTIMATION DESIGN

In this section, we derive the estimation algorithm utilizing
some available measurements and show the exponential
convergence of the designed estimation to the simplified sea
ice temperature. The ice thickness and surface temperature
are measured in several studies [4], [10], [11], [13]. In this
paper the measurement of temperature gradient at the ice-
ocean interface is also assumed to be measured.

A. Observer Structure

Suppose that the sea ice thickness, ice surface tempera-
ture, and temperature gradient at the ice-ocean interface are
obtained as available measurements Y1(t), Y2(t), and Y3(t),
i.e.

Y1(t) =H(t), (14)
Y2(t) =Ti(0, t), (15)

Y3(t) =

@Ti

@x
(H(t), t). (16)

The state estimator of the sea ice temperature estimate ˆTi

consists of a copy of the plant (12) and (6) plus the error
injection of @Ti

@x (H(t), t) as follows:

ˆTi(0, t) =Y2(t), (17)

@ ˆTi

@t
(x, t) =Di

@2
ˆTi

@x2
(x, t) +

¯I0ie
�ix

+p(x, t)

 
Y3(t) � @ ˆTi

@x
(Y1(t), t)

!
, 0 < x < Y1(t)

(18)
ˆTi(Y1(t), t) =Tm2. (19)

Note that the estimated temperature at the snow-ice interface
ˆTi(0, t) is directly assimilated with the measured value Y2(t)
which is the actual sea ice surface temperature. Next, define
the estimation error as

˜Ti(x, t) :=Ti(x, t) � ˆTi(x, t). (20)

Subtraction of the observer system (17)-(19) from the system
(12) and (6) yields the closed-system of estimation error as

˜Ti(0, t) =0, (21)
@ ˜Ti

@t
(x, t) =Di

@2
˜Ti

@x2
(x, t) � p(x, t)

@ ˜Ti

@x
(H(t), t), (22)

˜Ti(H(t), t) =0. (23)

Our goal is to design the observer gain p(x, t) so that the
temperature error ˜Ti converges to zero, which enables to
track the state estimates ˆTi to the actual sea ice temperature
Ti. The main theorem of this paper is stated as following.

Theorem 1: Consider the simplified model of the Arctic
sea ice (12) and (6) and the dynamics of state estimation
(17)-(19). Then, the design of the observer gain

p(x, t) = � �x
I1

⇣q
�
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(H(t)2 � x2
)

⌘

q
�
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(H(t)2 � x2
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, (24)

where � is a positive free parameter and I1(·) denotes the
modified Bessel function of the first kind, ensures that the
temperature estimation ˆTi converges to the actual tempera-
ture profile Ti exponentially in spacial L2 norm.

Remark 1: Since the observer gain (24) includes the thick-
ness H(t), the gain is not a priori known and hence it
requires the online calculation along with the estimation.

Remark 2: The estimation of the snow temperature profile
is also achievable by the same observer structure as in
Theorem 1 with the measurement of the snow thickness and
snow surface temperature. To avoid the lengthy statement,
we do not provide it in this paper.

B. Backstepping Transformation

The backstepping is a well-known method to design the
observer gains for PDEs [8]. Especially for Stefan-type of
free boundary PDEs, [6] suggested a way seeking to find
the invertible transformation

˜Ti(x, t) =w(x, t) �
Z H(t)

x

n(x, y)w(y, t)dy, (25)

that transforms the system (21)-(23) into the following target
system

w(0, t) =0, (26)
@w

@t
(x, t) =Di

@2w

@x2
(x, t)��w(x, t), (27)

w(H(t), t) =0. (28)

The tuning parameter � can be chosen to set a desired
observer convergence speed. Taking derivatives of (25) with
respect to x and t along with the solution of (21)-(23), we
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that transforms system (17)-(22) into the exponentially
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desired observer convergence speed. Taking the derivatives
of (??) and (??) with respect to x and t along with the
solution of (17)-(22), we have
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Substituting x = 0 into (??) and (??) with boundary
conditions (19), we have
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Therefore, the conditions on m(x, y) and n(x, y) to make
the target system to be satisfied (17)-(22) are written as
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The conditions (39) and (40) give the design formulation
of the observer gains
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By taking the same procedure, the inverse transformations
are formulated as
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3.3 Stability Analysis

In this section, we prove the stability of the estimation er-
ror (T̃s, T̃i) system, which ensures that the observer system
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Therefore, the heat equation of the sea ice temperature (5)
is rewritten as

@Ti

@t
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�ix, 0 < x < H(t),

(12)

where the diffusion coefficient Di = k0/⇢c0 is defined. Next,
we impose the assumption on the sea ice thickness H(t) to
be upper bounded, i.e. there exist ¯H > 0 such that

H(t) < ¯H, 8t > 0. (13)

We formulate the observer structure for sea ice temperature
estimation based on the simplified sea ice model composed
of (12) and (6).

III. STATE ESTIMATION DESIGN

In this section, we derive the estimation algorithm utilizing
some available measurements and show the exponential
convergence of the designed estimation to the simplified sea
ice temperature. The ice thickness and surface temperature
are measured in several studies [4], [10], [11], [13]. In this
paper the measurement of temperature gradient at the ice-
ocean interface is also assumed to be measured.

A. Observer Structure

Suppose that the sea ice thickness, ice surface tempera-
ture, and temperature gradient at the ice-ocean interface are
obtained as available measurements Y1(t), Y2(t), and Y3(t),
i.e.

Y1(t) =H(t), (14)
Y2(t) =Ti(0, t), (15)

Y3(t) =

@Ti

@x
(H(t), t). (16)

The state estimator of the sea ice temperature estimate ˆTi

consists of a copy of the plant (12) and (6) plus the error
injection of @Ti

@x (H(t), t) as follows:

ˆTi(0, t) =Y2(t), (17)
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(18)
ˆTi(Y1(t), t) =Tm2. (19)

Note that the estimated temperature at the snow-ice interface
ˆTi(0, t) is directly assimilated with the measured value Y2(t)
which is the actual sea ice surface temperature. Next, define
the estimation error as

˜Ti(x, t) :=Ti(x, t) � ˆTi(x, t). (20)

Subtraction of the observer system (17)-(19) from the system
(12) and (6) yields the closed-system of estimation error as

˜Ti(0, t) =0, (21)
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Our goal is to design the observer gain p(x, t) so that the
temperature error ˜Ti converges to zero, which enables to
track the state estimates ˆTi to the actual sea ice temperature
Ti. The main theorem of this paper is stated as following.

Theorem 1: Consider the simplified model of the Arctic
sea ice (12) and (6) and the dynamics of state estimation
(17)-(19). Then, the design of the observer gain
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where � is a positive free parameter and I1(·) denotes the
modified Bessel function of the first kind, ensures that the
temperature estimation ˆTi converges to the actual tempera-
ture profile Ti exponentially in spacial L2 norm.

Remark 1: Since the observer gain (24) includes the thick-
ness H(t), the gain is not a priori known and hence it
requires the online calculation along with the estimation.

Remark 2: The estimation of the snow temperature profile
is also achievable by the same observer structure as in
Theorem 1 with the measurement of the snow thickness and
snow surface temperature. To avoid the lengthy statement,
we do not provide it in this paper.

B. Backstepping Transformation

The backstepping is a well-known method to design the
observer gains for PDEs [8]. Especially for Stefan-type of
free boundary PDEs, [6] suggested a way seeking to find
the invertible transformation
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n(x, y)w(y, t)dy, (25)

that transforms the system (21)-(23) into the following target
system

w(0, t) =0, (26)
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w(H(t), t) =0. (28)

The tuning parameter � can be chosen to set a desired
observer convergence speed. Taking derivatives of (25) with
respect to x and t along with the solution of (21)-(23), we
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of (12) and (6).
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some available measurements and show the exponential
convergence of the designed estimation to the simplified sea
ice temperature. The ice thickness and surface temperature
are measured in several studies [4], [10], [11], [13]. In this
paper the measurement of temperature gradient at the ice-
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Note that the estimated temperature at the snow-ice interface
ˆTi(0, t) is directly assimilated with the measured value Y2(t)
which is the actual sea ice surface temperature. Next, define
the estimation error as

˜Ti(x, t) :=Ti(x, t) � ˆTi(x, t). (20)
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(12) and (6) yields the closed-system of estimation error as
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Our goal is to design the observer gain p(x, t) so that the
temperature error ˜Ti converges to zero, which enables to
track the state estimates ˆTi to the actual sea ice temperature
Ti. The main theorem of this paper is stated as following.

Theorem 1: Consider the simplified model of the Arctic
sea ice (12) and (6) and the dynamics of state estimation
(17)-(19). Then, the design of the observer gain
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where � is a positive free parameter and I1(·) denotes the
modified Bessel function of the first kind, ensures that the
temperature estimation ˆTi converges to the actual tempera-
ture profile Ti exponentially in spacial L2 norm.

Remark 1: Since the observer gain (24) includes the thick-
ness H(t), the gain is not a priori known and hence it
requires the online calculation along with the estimation.

Remark 2: The estimation of the snow temperature profile
is also achievable by the same observer structure as in
Theorem 1 with the measurement of the snow thickness and
snow surface temperature. To avoid the lengthy statement,
we do not provide it in this paper.

B. Backstepping Transformation

The backstepping is a well-known method to design the
observer gains for PDEs [8]. Especially for Stefan-type of
free boundary PDEs, [6] suggested a way seeking to find
the invertible transformation

˜Ti(x, t) =w(x, t) �
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that transforms the system (21)-(23) into the following target
system
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The tuning parameter � can be chosen to set a desired
observer convergence speed. Taking derivatives of (25) with
respect to x and t along with the solution of (21)-(23), we Online Calculation 
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Fig. 2. Predicted values of equilibrium temperature and thickness for sea ice, based on 
¾1etcher's heat budget for the central Arctic basin (Table 1). Isotherms in the ice are labeled 
in negative degrees Celsius; isotherms in the sn.ow (unlabeled) are drawn at 2øC intervals. To 
distinguish between movements of the upper and lower boundaries, they are plotted without 
regard to hydrostatic adjustment. The vertical coordinate therefore corresponds to ice thick 
ness only before the onset of ice ablation at the upper surface. 

marine's track. Later submarine observations 
[Wittmann and Schule, 1966] show 2 meters to 
be the most frequent ice thickness, but again, 
these data are regionally limited. Most of the 
drifting stations were established on pack ice, 
which averaged close to 3 meters in thickness 
[Petroy, 1954]. Typical results are those of 
Untersteiner [1961] who found that thickness 
varied between 250 and 315 cm during the year. 
Considering that the input data are derived 
from these drifting stations, it is to be expected 
that the predicted thicknesses should agree most 
closely with their observations. 

Perhaps more indicative is the pattern of mass 
changes predicted by the model. According to 
Soviet data [Yanes, 1966], average ablation 
on polar ice is 37 cm; snow melt begins in the 
first half of June and ablation generally ends 
between August 10 and 23. An average from all 
U.S. drifting stations from 1957 to 1963 gives a 
mean surface ablation of 42 cm [Hanson, 1965]. 

Table 2 shows a predicted ice ablation of 40 
cm, starting on June 29 and terminating on 
August 19. Snow melt begins on June 8. At the 
lower surface there are 45 cm of accretion and 
5 cm of ablation. Unfortunately, mass changes 
at the bottom have never been well determined 
in the field. According to Yanes [1966] bottom 
ablation in equilibrium ice is small, if it occurs 
at all. Hanson [1965] measured a value of 10 
cm, and Untersteiner [1961] observed 20 cm of 
ablation and 50 cm of accretion. In view of these 
uncertainties, the predicted values at the bottom 
of the ice are not unreasonable, but a precise 
evaluation is not possible. 

An observed temperature field [Untersteiner, 
1961] is reproduced in Figure 3. Comparison of 
Figures 2 and 3 shows good agreement through- 
out, except for fall temperatures within the ice, 
suggesting that ice temperatures in the theo- 
retical model respond to surface conditions more 
rapidly than do the temperatures in real ice. 
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which averaged close to 3 meters in thickness 
[Petroy, 1954]. Typical results are those of 
Untersteiner [1961] who found that thickness 
varied between 250 and 315 cm during the year. 
Considering that the input data are derived 
from these drifting stations, it is to be expected 
that the predicted thicknesses should agree most 
closely with their observations. 

Perhaps more indicative is the pattern of mass 
changes predicted by the model. According to 
Soviet data [Yanes, 1966], average ablation 
on polar ice is 37 cm; snow melt begins in the 
first half of June and ablation generally ends 
between August 10 and 23. An average from all 
U.S. drifting stations from 1957 to 1963 gives a 
mean surface ablation of 42 cm [Hanson, 1965]. 

Table 2 shows a predicted ice ablation of 40 
cm, starting on June 29 and terminating on 
August 19. Snow melt begins on June 8. At the 
lower surface there are 45 cm of accretion and 
5 cm of ablation. Unfortunately, mass changes 
at the bottom have never been well determined 
in the field. According to Yanes [1966] bottom 
ablation in equilibrium ice is small, if it occurs 
at all. Hanson [1965] measured a value of 10 
cm, and Untersteiner [1961] observed 20 cm of 
ablation and 50 cm of accretion. In view of these 
uncertainties, the predicted values at the bottom 
of the ice are not unreasonable, but a precise 
evaluation is not possible. 

An observed temperature field [Untersteiner, 
1961] is reproduced in Figure 3. Comparison of 
Figures 2 and 3 shows good agreement through- 
out, except for fall temperatures within the ice, 
suggesting that ice temperatures in the theo- 
retical model respond to surface conditions more 
rapidly than do the temperatures in real ice. 

Simulation Test of MU71
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(a) Dynamic behavior of snow and sea ice.
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Fig. 1. Simulation results of the plant (??)–(??) with input parameters from January to June.
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(a) Estimation without observer gain, i.e. p2(x) = 0.
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(b) Estimation with backstepping observer gain of p2(x)

0 5 10 15
0

10

20

30

40

50

Days

||
T
i
−

T̂
i|
|2 L

2

 

 
Estimation error with backstepping observer gain
Estimation error without observer gain

(c) L2 norm of the estimation error.

Fig. 2. Simulation results of the plant (??)–(??) and the estimator (??)-(18). Convergence speed of the estimator to
the actual state is much faster with the backstepping observer design.

Faster Convergence 

• Open-Loop Estimation • Backstepping Observer 

Simulation of Temperature Estimation
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Gain Tuning  
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𝜆 = 0.5	×	10)*		 𝜆 = 1.0	×	10)*		
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𝜆 = 0.5	×	10)*		 𝜆 = 1.0	×	10)*		

𝜆 = 5.0	×	10)*		
Gain tuning shows the 
tradeoff between convergence 
speed and overshoot 



• Observer design with less measurements 

• Comparison with a well-known estimator (e.g. Kalman filter)

• Implementation using empirical data.  

Future Work  
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